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AbstrAct
Network delays cause disturbance and reduc-

tion in the Quality-of-Service (QoS) for Internet-
of-Things (IoT) while end-users are running critical 
real-time services. In parallel, federated fogs are 
not effective when formed without considering 
the performance perceived by the end-users. This 
article presents a novel architecture for the feder-
ated fog concept and proposes an adaptive and 
intelligent federation formation approach using 
Genetic Algorithm and Machine Learning mod-
els. Fog federations serve as a solution for fog 
providers to offer the required QoS they serve. 
Such a concept allows efficient distribution of 
load among multiple fog providers that share their 
resources. Throughout this process, the issue of 
QoS deterioration, due to local overloads, is rel-
atively solved. Hence, the end users can enjoy a 
delay-free experience when using real-time appli-
cations. Real data is used to evaluate the pro-
posed architecture and formation mechanism. 
The results show a notable improvement in the 
throughput as well as a decrease in the response 
time for the services requested.

IntroductIon
Network-Based Distributed Computing emerged 
in the 1960s, and four decades later, this para-
digm turned into what is known nowadays by 
Cloud Computing, offering a variety of services 
at the personal and organizational levels. Similar-
ly, Internet-of-Things (IoT) devices have gained 
vast popularity lately due to their low deployment 
cost as they upload collected data to powerful 
devices (i.e., cloud servers) for fast processing 
[1]. A drawback for such a popularity consists of 
exhausting the network resources when upload-
ing the sensed IoT data to the clouds [2]. The fall-
out from this exhaustion will result in jamming 
the network and requiring additional time for pro-
cessing IoT requests. With this in mind, and with 
the fact that some IoT applications require low 
response time as well as high throughput, as users 
might be running demanding real-time applica-
tions and services, the Fog Computing paradigm 
has emerged. In general, fog computing enhances 
the Quality-of-Service (QoS) of the IoT applica-
tions by offering computing servers closer to the 
IoT devices than the cloud’s. Such a technology 
can reduce the time of uploading the data and 
getting responses from the servers [3]. With fog 
computing in-hand, Application Content Providers 
are able to develop real-time applications without 

considering the network delays as a barrier when 
utilizing such services due to the short distance 
between the fog nodes and end devices.

Nevertheless, fog nodes are limited in terms 
of resources compared to cloud servers because 
of their high deployment cost. As a consequence, 
congested areas may suffer from a diminished 
QoS when users request services from fog nodes. 
Typically, idle fog nodes wait for an incoming set 
of requests to process them immediately. Howev-
er, if the node is already occupied and is perform-
ing a certain set of tasks, newly arrived tasks will 
be queued and wait for their turn to get sched-
uled and processed.

In parallel, the concept of federations for 
cloud computing was presented in 2009 [4]. 
Similar to clustering, such a concept consists of 
uniting computing servers from several cloud pro-
viders to increase their processing capabilities in 
order to respond to a certain high demand for 
resources [5]. In effect, the members of the cloud 
federations will benefit by increasing their profit 
through allocating their idle servers and expand-
ing their geographical footprints without the need 
of new points of presence. Many research efforts 
consist of building models on top of the feder-
ation architecture, whether to optimize the lat-
ter’s formation process, reinforce its security, or 
enhance the service provided [6]. A few schol-
ars adopted this ideology for the fog paradigm in 
an attempt to achieve a fog federation formation 
model. Their aim was to surpass the processing 
boundaries caused by relying on a single fog pro-
vider when deploying services. For instance, some 
efforts were tailored toward enhancing the for-
mation of the federated fog through increasing 
the payoff of the fog providers [7, 8, 9]. Others 
tackled specific application improvements such as 
providing better video streaming services for the 
end-users [10]. To the best of our knowledge, no 
work has investigated a comprehensive federated 
fog architecture. In addition, in a real-time pro-
cessing environment, there is a need for forming 
these fog federations according to how the ser-
vice will affect the performance for the end devic-
es in order to grant a satisfying QoS. Inspired by 
the introduction of a broker entity for managing 
Cloud-related auctions, we propose in this article 
a novel federated fog architecture where a broker 
is responsible for forming and maintaining fog 
federations. In the proposed approach, the broker 
relies on an adaptive and intelligent approach for 
forming federations using Genetic and Machine 
Learning techniques, combined. The genetic 
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model is a meta-heuristic applied to explore a 
diverse set of possible federated fog formations 
in the wide search space, and then select the best 
one among them in terms of off ered service qual-
ity, whereas the machine learning mechanism is 
invoked to predict the network performance and 
load between the fog node running the requested 
service and the user requesting that service. It is 
worthwhile to mention that both of the techniques 
applied in our approach were used as separate in 
the literature. For instance, some scholars have 
considered enforcing a genetic model for seeking 
the best possible cloud federation formation in 
short time frames [11]. Others have considered 
it for solving the resource scheduling dilemma 
[12]. The machine learning technique was mainly 
adopted for resource management and security 
problems in fog computing [13]. Experimental 
evaluation indicates that the proposed scheme 
is offering a reliable set of fog federations with 
high QoS compared to Evolutionary and Random 
approaches. Several metrics assess the network 
performance of the offered services. We design 
two performance metrics (i.e., response time and 
throughput) to predict the service quality of the 
federation. The main contributions of this work 
are summarized as follows:
• Devising a novel federated fog architecture 

that embeds all the participating entities and 
takes into account real-life parameters and 
constraints within a fog environment. To 
the best of our knowledge, this is the first 
attempt at addressing those aspects within a 
comprehensive fog federation architecture.

• Elaborating an adaptive federation formation 
process that is based on Genetic and Intelli-
gent models. The proposed scheme achieves 
efficient results in terms of the number of 
satisfi ed users.

• Proposing a Machine Learning model for 
evaluating the fi tness of the federations and 
dynamically adapting the Genetic Model for 
improving its results from one generation to 
another.
The rest of the article is organized as follows. 

In the following section, we illustrate the pro-
posed federated fog architecture and discuss its 
components. Following that, we propose the fog 
federation formation mechanism through utilizing 
a genetic algorithm technique. Then we discuss 
the machine learning models used and their eff ec-
tiveness. Following that, we evaluate the perfor-
mance of the proposed architecture. Finally, we 
conclude the article.

scheMe overvIeW
In this section, we present the fog federation 
architecture, depicted in Fig. 1, and discuss each 
component/entity. As illustrated in this architec-
ture, there exists a set of fog providers with their 
fog nodes distributed geographically within a cer-
tain city. Application content providers want to 
provide their services for the users in exchange for 
profi t. The users, on the other hand, are expecting 
these services to run smoothly in order to satisfy 
their needs. Users cannot deploy all of the ser-
vices they need on their devices due to resource 
limitations, thus, these services are placed on 
available fog nodes. This way, users request ser-
vices hosted on the fog node running the required  

service in order to get processed and return the 
desired outputs. At the same time, fog providers 
also have limited resources, as discussed earlier; 
when a lot of requests need to be processed, the 
system performance could degrade. The strength 
of the proposed architecture consists of the bro-
ker advancing a location-aware adaptive and intel-
ligent fog federation formation in order to deliver 
the best performance. The fog federation forma-
tion process consists of executing genetic and 
learning models to explore the best way to form 
these federations in a short time while maximizing 
the network performance. To further elaborate, 
we interpret these components in an environ-
ment where an autonomous driving application is 
enabled for the vehicles. Accordingly, below is a 
detailed description of each entity.

Application Content Providers: The parties 
that want to offer their services in order to gain 
profi t. For instance, a company that developed an 
Autonomous Driving System (ADS) would want 
to off er it for its subscribers with low latency.

Users: The main entities for whom the whole 
architecture is designed. A user may need to 
request a specific service deployed somewhere 
else. Typically, the applications are off ered on the 
network so that users could request them from 
particular locations. For example, a user could be 
considered as a vehicle in need of using the ADS 
in order to enable auto-pilot mode.

Fog Providers: The fog resource owners. Gen-
erally, they are located in certain areas near the 
end-users in order to provide them with a smooth 
service experience. Fog providers may own sev-
eral fog nodes, and each fog node has the ability 
to deploy one or more services from the Appli-
cation Content Providers. A fog node running an 

FIGURE 1. Federated Fog Architecture.
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ADS service may receive requests from vehicles 
in need of processing a chunk of data.

Cloud Providers: The entities with powerful 
servers. Commonly, the fog providers may off-
load some of the heavy received requests to the 
clouds to avoid overwhelming their costly fog 
nodes. Many works in the literature focused on 
this specific Cloud-Fog offloading mechanism. 
Some scholars tried to resolve it by optimizing the 
task scheduling process [14].

Broker: Responsible for the performance 
optimization of the proposed architecture. As 
a central authority, the broker’s responsibility is 
to devise a federated solution that can satisfy all 
entities by reaching a satisfactory service quality 
of the designated applications. Specifically, the 
broker gets contacted by the Application Con-
tent Providers in order to deploy their services. 
The broker, in return, checks down the idle fog 
nodes, and then advances a fog federation for-
mation technique that can maintain a good QoS. 
It is worth mentioning that this entity does more 
jobs than just forming the fog federation such as 
managing members, monitoring federations, and 
so on. However, due to space constraints of this 
article, we will only focus on the formation pro-
cess, leaving the remaining roles for future work.

The broker may determine that the ADS ser-
vice needs to be placed on n number of fog 
nodes belonging to n diff erent fog providers, dis-
tributed geographically. This way, the application 
continues to run smoothly for all subscribing vehi-
cles. The techniques used in the formation are 
discussed in detail in the next sections.

AdAPtIve fog federAtIon forMAtIon
One of the main advantages of the proposed 
architecture is the broker’s acknowledgment of 
the supply and demand of resources by both the 
fog providers and application content providers, 
respectively. The broker then needs to proceed 
with placing services on the fog nodes through 
advancing a fog federation formation technique. 
The main objective is to provide a satisfying 
QoS for the largest possible number of end-us-
ers. Hence, we devise an adaptive and intelligent 
federated fog formation mechanism using an 
enhanced Genetic algorithm model which relies 
on a machine learning technique for evaluating 

the fitness of the evolved solutions. The mecha-
nism is depicted in Fig. 2.

The Genetic Algorithm, known as GA, mim-
ics the occurrence of natural populations that 
breed and produce off spring. It imitates the nat-
ural selection process where the fi ttest individuals 
are selected for reproduction in order to produce 
off spring of the next generation. This technique is 
being applied by many researchers to solve real-
world complex problems and to obtain sub-op-
timal results in a short time. For instance, some 
scholars used such a technique for scheduling fog 
tasks [12]. Others applied it in the fi eld of amelio-
rating Cloud Federations for maximizing the mon-
etary profi t of the cloud providers [11].

In a nutshell, GA is a time-aware algorithm 
that explores the search space in order to fi nd a 
satisfying solution for a specifi c real-life problem. 
We apply GA as a methodology for finding the 
best fog federation formation in a short time. The 
three main components of this algorithm are the 
“Initialization,” “Evaluation,” and “Evolution.” 

Initialization: The Genetic model starts from a 
generated set of candidate solutions, called Initial 
Population. Each one of them has eligibility for 
becoming a valid solution. In our problem, a can-
didate solution represents a unique set of formed 
federations. To digitize a solution, we apply a per-
mutation-based encoding procedure in which we 
portray each set of formed federations by relying 
on the unique providers’ identifi ers for grouping 
providers. 

Evaluation: To state whether a certain forma-
tion is considered as a good or bad solution, there 
is a need for devising a function that takes the 
solution as input, and outputs a value that can be 
used to select the best solution. To demonstrate, 
we suppose that a user ui requests a service sj
hosted on a fog node deploying that service. 
If the response time rtui,sj and throughput tpui,sj
of that particular invocation meet the minimum 
required set by the application owner r̂tsj and 
t̂psj, respectively, then the invocation is consid-
ered satisfying. Otherwise, the solution will be 
penalized by 1 on behalf of each dissatisfactory 
request. To obtain the penalty rate, we divide the 
total dissatisfi ed invocations by the total number 
of invocations. Intuitively, the objective is to min-
imize that penalty rate as much as possible. To 
avoid the penalties in real scenarios, we employ 
learning models for predicting its throughput and 
response time. These models are presented in the 
next section.

Evolution: This component is the transitory 
function that shifts the solution from one gener-
ation to another. It is split into three sub-compo-
nents: Selection, Crossover, and Mutation.

Selection: The selection sub-component is 
inspired by the natural selection process in which 
not all candidate solutions are worth keeping for 
the next generation. It consists of selecting only a 
few candidate solutions that remain in the system 
in order to pass their genes to the new solutions. 
The selected ones are modified into new candi-
date solutions by applying genetic operators on 
them (i.e., crossover and mutation).

Crossover: The crossover function is applied to 
a pair of candidate solutions. Using a binary mask 
(i.e., a set of 0s and 1s), the pair can exchange 
genes accordingly in order to obtain two new off -

FIGURE 2. Adaptive and Intelligent Formation Process.
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springs inheriting a formation that is similar to the 
formation of their ancestors. In other words, the 
two newly created candidate solutions represent 
two fog federation formations that are similar to 
both formations of the selected pair of parents at 
the same time.

Mutation: The mutation is the genetic entro-
py which slightly alters a solution in a random 
manner. More precisely, a solution can become 
more effective by swapping two fog providers 
from two different federations. Hence, the muta-
tion sub-component applies small changes to the 
formed federations in order to explore more solu-
tions in the search space.

The newly evolved population again goes 
through the Evaluation phase until reaching a sat-
isfying solution, as illustrated in Fig. 2.

PredIctIon of Qos MetrIcs through  
MAchIne LeArnIng ModeLs

Before forming the federations and deploying 
the services on the fog nodes, a study on how 
the IoT applications are going to perform should 
be established in order to maintain the minimum 
required QoS for these applications. To elabo-
rate, IoT applications require low response time 
and high throughput, as users might be running 
demanding real-time applications and services. 
Hence, when these metrics (i.e., throughput and 
response time) are maintained as required, users’ 
satisfaction will occur. 

Intuitively, a user-service invocation can only be 
accurately evaluated via its status information after 
it gets processed. However, in a complex environ-
ment with billions of possible invocations, there is a 
need to evaluate these requests using other meth-
ods due to time constraints and resources’ exhaus-
tion resulting when invoking all possible requests. 
Therefore, due to the fact that ignoring the missing 
invocations might lead to decreasing the quality of 
the formed federations, we employ machine learn-
ing to predict the throughput and the response 
time of user-service invocations.

Machine Learning is a subset of Artificial Intel-
ligence (AI) in which a computing device can dis-
cover statistically significant patterns in the available 
data, then it would be able to predict new data 
[15]. Through feeding a learning model with train-
ing data, the model generates a prediction function 
that takes a service request as an input. This way, 
missing information about new invocations can be 
estimated in order to fulfill the new users’ needs 
without having any previous history about them. 
In our approach, the generated machine learning 
models should be able to estimate the QoS values 
of the requests. The values predicted by the model 
are accurate to a certain extent, depending on the 
learning model used and the quality of the learning 
data. The genetic model, presented in the previous 
section, relies on the prediction model in order to 
estimate the quality of allocating a certain provider 
to a certain federation. 

Below, we briefly explain the steps for advanc-
ing a machine learning model to predict the QoS 
metrics for the new invocations, and discuss the 
most practical and appropriate learning models 
yielding high accuracy.

Preprocessing: The primary step for running 
machine learning algorithms is to preprocess the 

data by combining features. Features chosen are 
those that define a good relationship in order to 
obtain high-quality learning data. Filtering tech-
niques are also applied in this step, where noisy 
and incomplete rows get dropped from the data 
in order to avoid deteriorating the accuracy of the 
model. The data can be fetched from the server 
logs offered by the participating fog providers.

In a location-aware fog environment, some 
metrics’ values strongly depend on the locations 
of the users and providers. Thus, the features 
we are interested in are: User-Id, User-Longitude, 
User-Latitude, Fog-Node-Id, Fog-Node-Longitude, 
Fog-Node-Latitude, Fog-Node-Status, Invoca-
tion-Throughput, and Invocation-Response-Time. 
The selected features define a good relationship 
among others for reaching our desired predicted 
throughput and response time. The throughput 
and response time values depend on the loca-
tion of the user as well as the location of the fog 
node and its status upon requesting. The locations 
are represented through the features: User-Lon-
gitude, User-Latitude, Fog-Node-Longitude and 
Fog-Node-Latitude.

The features User-Id and Fog-Node-Id were 
included to differentiate multiple users and fog 
nodes that may exist at the same location. In 
addition, the Fog-Node-Status feature gives an 
idea about the status of the fog node when the 
request was invoked.

Training: Once the data is preprocessed, the 
training phase is invoked. Each machine learning 
model has its own training mechanism and way 
of learning on the data for predicting accurate 
values. Most learning models that search through 
training data for empirical relationships tend to 
identify and exploit apparent relationships in the 
training data. However, it is worth mentioning 
that not all machine learning algorithms would fit 
properly on the data in hand due to the different 
levels of learning complexity each of them has in 
comparison with the data.

Evaluation: To evaluate each of the tested 
machine learning algorithms, three evaluation 
metrics need to be analyzed: 
• R-squared, or R2, to determine how close the 

data is fitted to the model.
• Mean Squared Error, or MSE, which mea-

sures the difference between the estimated 
and actual values.

• Median Absolute Error, or MAE, which shows 
the difference between the actual value of a 
data point and its predicted value.
In the next subsections, we discuss the imple-

mentation and results of several machine learning 
models training from the WSDream dataset pro-
vided.

IMPLeMentAtIon of MAchIne LeArnIng ALgorIthMs
Five machine learning algorithms were used for 
the prediction of missing throughput and response 
time values in the user-service invocations present 

One of the main advantages of the proposed architecture is the broker’s Acknowledgment of the supply 
and demand of resources by both the fog providers and application content providers, respectively. 
The broker then needs to proceed with placing services on the fog nodes through advancing a fog 

federation formation technique.
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in the data set, including Decision trees, Multi-
ple Linear Regression (MLR), Polynomial Linear 
Regression (PLR), K-Nearest Neighbors (KNN), 
and Bagging. All the mentioned algorithms were 
implemented for obtaining the most accurate 
throughput and response time of invocations, 
which is a pure regression problem. On the other 
hand, what differentiates these algorithms from 
each other is the way each of them learns on the 
existing data in order to predict these values. To 
start with, the first machine learning algorithm 
tackled is Decision Trees, which is a non-para-
metric supervised learning algorithm. The main 
goal of this learning method is the prediction of 
values of the target variable, which is throughput 
or response time in our case, through learning a 
set of decision rules, or if-then rules, then form-
ing a tree having several paths according to the 
extracted rules set. Thus, the generated learning 
model will analyze possible solutions’ paths that 
lead to the final predicted decision. Second, MLR 
is also implemented. This is another essential data 
analysis technique used to view whether there is 
a linear relationship between the dependent vari-
able (throughput or response time) and the other 
features. MLR learns on the data by modelling 
the relationship among the multiple independent 
variables (denoted by X) and the dependent vari-
able (throughput or response time, denoted by 
Y) through fitting a linear equation on the data. 
Therefore, every X value is linked to a value of Y 
and the data is separated by a straight line char-
acterized by this equation. Third, we extend the 
MLR to a PLR algorithm in order to increase the 
accuracy of the former algorithm by generating 
a curve for most of the data points in the data 
set instead of a straight line while increasing the 
degree of the equation leads to getting better 
results. Fourth, we employ a KNN supervised 
machine learning algorithm that is non-paramet-
ric and relies on continuous data. As its name 
implies, KNN predicts a certain value by finding 

the k nearest neighbors of the query point in the 
data set, then computing the target value (predict-
ed value) based on these k nearest points. Lastly, 
we apply the Bagging algorithm to improve the 
accuracy of certain machine learning algorithms. 
The Bagging regressor works by dividing the origi-
nal dataset into random subsets called bags, fitting 
base estimators on each of these bags, and finally 
averaging the individual prediction resulting from 
each bag separately to form a final prediction.

evALuAtIon of the MAchIne LeArnIng ModeLs
By using the provided collective WSDream 
(https://github.com/wsdream/wsdream-dataset) 
dataset, a huge record of data concerning users 
requesting services, each from different locations, 
were analyzed. It is worth mentioning that the 
WSDream dataset contains real metrics collected 
from 339 users requesting services from 5,825 
nodes to design and evaluate the machine learn-
ing models. The targeted output was based on 
the relation between these users and the web 
services through matrices of throughput, defined 
by the average rate of the successful message 
size delivery over a communication channel per 
second, and response time, defined as the time 
elapsed between the requesting of the service by 
the user and actually receiving it. The obtained 
values of the R2 scores, MSE, and MAE are sum-
marized in Table 1.

As can be seen from the table, the best scores 
were recorded for the Bagging algorithm for both 
throughput and response time predictions. In par-
ticular, for the three evaluation measures chosen, 
Bagging with k-fold (k=10) cross-validation gave 
the lowest error scores (MSE = 0.2489 and MAE 
= 0.0203 for response time, and MSE = 241.474 
and MAE = 0.659 for throughput) and the highest 
R2 scores (0.937 for response time and 0.9796 
for throughput). Therefore, the Bagging was cho-
sen as a model for predicting the throughput and 
response time values of the invocations when 
forming the federations.

exPerIMents: evALuAtIon of the  
fog federAtIon forMAtIon

Throughout this section, we discuss the results 
obtained by implementing the adaptive forma-
tion algorithm presented earlier, and compare 
them with the results obtained from two bench-
mark models. The first benchmark model is the 
Evolutionary game-theoretical model presented in 
[11]. The second benchmark model is based on 
a Random Formation technique. The metrics that 
we used to compare these models are the fitness 
of the solution per generation, the percentage of 
users achieving a satisfying throughput, and the 
percentage of users achieving a satisfying response 

TABLE 1. Results of machine learning algorithms applied with and without cross-validation (CV).

Response Time Throughput
R^2 MSE MAE R^2 MSE MAE

+ CV - CV + CV - CV + CV - CV + CV - CV + CV - CV + CV - CV
Decision Trees 0.428 0.373 2.28 2.5 0.038 0.044 0.8182 0.75 2156.694 2443.37 1.59 1.79

MLR 0.0101 0.0208 3.96 3.93 0.58 0.6 0.0121 0.01306 11719.36 11633.832 35.212 35.093
PLR 0.021 0.048 3.916 3.759 0.6 0.516 0.0129 0.0367 11709.946 11443.54 35.0658 30.915
KNN 0.289 0.269 2.842 2.878 0.176 0.1716 0.45 0.521 7434.20 6852.018 10.23 7.9145

Bagging 0.937 0.575 0.2489 1.695 0.0203 0.07 0.9796 0.859 241.474 1657.707 0.659 2.0634

FIGURE 3. Fitness of the Formed Federations. 

MOURAD_LAYOUT.indd   202MOURAD_LAYOUT.indd   202 6/3/21   1:32 PM6/3/21   1:32 PM

Authorized licensed use limited to: Bibliothèque ÉTS. Downloaded on June 25,2021 at 05:13:53 UTC from IEEE Xplore.  Restrictions apply. 



IEEE Network • May/June 2021 203

time. The models are time-aware, meaning they 
evolve/vary with respect to time. Thus, the x-axis 
always represents the generation number, whereas 
the y-axis represents the designated series.

In Fig. 3, we study the fitness of the obtained 
solutions. As mentioned before, the fitness is 
considered as the penalty rate calculated by the 
number of users receiving a dissatisfactory service 
when making a request, with respect to the total 
number of invocations. Note that the proposed 
and the Evolutionary model solutions are improv-
ing with the increase in the generation number, 
while the Random model lacks the logic need-
ed for enhancing the formation. In addition, our 
proposed mechanism outperforms the evolution-
ary one in terms of minimizing the penalty rate. 
For instance, the three solutions started from a 
very close rate at the first generation. However, 
a wide gap starts to appear at the 83rd Genera-
tion, where the proposed approach stabilizes at 
0.185. This is mainly due to our advanced mech-
anism taking into consideration the QoS delivered 
to the users. To elaborate further, the advanced 
approach chooses the best candidate solution as 
an actual solution for the current generation, and 
nominates it as a candidate solution for the next 
generation. Hence, the penalty rate is decreas-
ing over generations since better solutions, having 
lower penalty rates, are obtained after through the 
evolution process. When the penalty rate remains 
constant after a certain generation, it means that 
the model has converged and no better solutions 
could be found.

We also evaluated the percentages of satisfied 
users in terms of throughput and response time in 
Figs. 4 and 5, respectively. Clearly, the proposed 
approach increases the percentage of satisfaction 
and converges to 85 percent in terms of satisfied 
users in terms of throughput, whereas the Evolu-
tionary approach gets stuck at 63 percent after 
convergence. The Random approach could not 
reach a better percentage than 54 percent. Also, 
the proposed model decreases the response time 
of the invoked request compared to the other 
two models. For instance, the percentage of users 
receiving a satisfying service in terms of response 
time, using our approach, is 78 percent after con-
vergence and it surpassed the Evolutionary and 
the Random approaches by 37 percent and 44 
percent, respectively. These results show that the 
percentages of users satisfied in terms of through-
put and response time increase over generations 
since these percentages are inversely related to 
the penalty rates shown in Fig. 3. Therefore, when 
the penalty rate decreases over generations, 
which is the case as shown in Fig. 3, the num-
ber of dissatisfied users will also decrease, and 
hence the percentage of satisfied users in terms of 
throughput and response time will increase, as can 
be seen clearly in Figs. 4 and 5. The constant per-
centages of satisfied users are obtained in parallel 
with the model convergence observed in Fig 3. 
Thus, the proposed model and the related archi-
tecture improve significantly the users’ QoS.

concLusIon
A fog federation can be defined as a group of 
fog providers merging their resources in order to 
better serve the users and thus improve the QoS 
and user satisfaction while decreasing the penalty 

on fog providers. This article presented a novel 
architecture for the federated fog and advanced a 
fog federation formation mechanism that increas-
es the throughput and decreases response time 
by adopting a Genetic algorithm and utilizing 
Machine Learning. The latter was used to predict 
missing values of throughput and response time 
of user-service invocations, then these invocations 
were fed to the genetic algorithm that in turn was 
able to analyze them and provide us with the 
best combination of fogs that can federate with 
each other to better serve the users. Through the 
presented results, we proved the effectiveness of 
the proposed approach in increasing the num-
ber of users receiving a satisfying throughput and 
response time and therefore acquiring better QoS 
compared to a random formation mechanism 
and to an evolutionary game theoretical model 
from the literature. Future enhancements to this 
research study would include studying the privacy 
and security issues of the broker and its relation-
ships with the clients and server while requesting 
services and exchanging data. In addition, more 
complex machine learning techniques could be 
advanced, such as reinforcement learning and 
deep learning, to be compared with the models 
used in our approach.
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