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Abstract

In this paper, we address the problem of clustering in Vehicular Ad hoc Networks
(VANETs) using Quality of Service Optimized Link State Routing (QoS-OLSR) pro-
tocol. Several clustering algorithms have been proposed for VANET and MANET.
However, the mobility-based algorithms ignore the Quality of Service requirements
that are important for VANET safety, emergency, and multimedia services while the
QoS-based algorithms ignore the high speed mobility constraints since they are dedi-
cated for Mobile Ad hoc Networks (MANETs). Our solution is a new QoS-based clus-
tering algorithm that considers a tradeoff between QoS requirements and high speed
mobility constraints. The goal is to form stable clusters and maintain the stability dur-
ing communications and link failures while satisfying the Quality of Service require-
ments. This is achieved by: (1) considering the high mobility metrics while computing
the QoS, (2) using Ant Colony Optimization for MPRs selection, and (3) using MPR
recovery algorithm able to select alternatives and keep the network connected in case
of link failures. Performance analysis and simulation results show that the proposed
model can maintain the network stability, reduce the End-to-End delay, increase the
packet delivery ratio, and reduce the communications overhead.

Keywords: Vehicular Ad hoc Network (VANET), Mobility, Quality of service
(QOS), Stability, Ant Colony Optimization (ACO).

1. Introduction

Mobile Ad hoc Network (MANET) is a self-configuring network that connects
the mobile nodes wirelessly. Vehicular Ad hoc Network (VANET) [10, 8, 17, 9] is a
special kind of MANET that is characterized by a very high mobility. Hence, main-
taining the stability in such kind of networks is a challenging task. In fact, the high
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mobility of vehicles would shorten the network lifetime and cause link failures due to
the frequent disconnections of clusters. Several clustering algorithm are presented for
VANET such as [16, 22, 24]. However, these algorithms do not show how the rout-
ing is performed according to their clustering algorithms after the clusters formation.
Hence, they do not guarantee the network topology during the routing process. Their
clustering algorithms ignore as well the quality of service requirements important for
safety, emergency, and multimedia services. On the other hand, QoS-based clustering
algorithms take into consideration the quality of service metrics such as bandwidth,
energy, and end-to-end delay to group the nodes. However, they ignore the high speed
mobility metrics which makes them inefficient to deal with Vehicular Ad Hoc Net-
works. The Optimized Link State Routing (OLSR) [7] is a proactive routing protocol
that has been modeled to cope with Mobile Ad hoc Networks (MANETs). Its basic
idea is to elect a cluster-head for each group of neighbor nodes and divide hence the
network into clusters. These heads then select a set of specialized nodes called Mul-
tiPoints Relay (MPRs). The function of the MPR nodes is to reduce the overhead of
flooding messages by minimizing the duplicate transmissions within the same zone.
QoS-OLSR [18] is an enhanced version of OLSR that extends the MANET network
lifetime taking into consideration the available bandwidth and the residual energy per
node during cluster-heads election and MPR nodes selection. Nonetheless, this pro-
tocol does not consider the mobility of nodes while computing the QoS. Thus, nodes
with high bandwidth, energy and mobility may be elected as cluster-heads which leads
to recurrent disconnections. Likewise, the MPRs selected according to this protocol
do not satisfy both mobility constraints and routing parameters (End-to-End delay and
Packet Delivery Ratio). Moreover, the MPR selection algorithm according to QoS-
OLSR is vulnerable to cheating in the sense that some nodes may claim bogus QoS
values in order to ensure being selected as MPRs. Furthermore, QoS-OLSR does not
advance any MPR recovery algorithm able to select quick alternatives and keep the
network connected in case of link failures.

Based on this, QoS-OLSR protocol has the following limitations when used for
VANET:

• QoS-OLSR neglects the mobility metrics while computing the QoS function.

• The MPR selection algorithm is unable to select the optimal set of MPRs in
terms of stability, end-to-end delay, and packet delivery ratio since it ignores
these parameters during the selection.

• Lack of MPR recovery mechanism in case of link failure.

• QoS-OLSR allows the nodes to cheat by claiming bogus QoS values during the
MPRs selection.

To address the aforementioned shortcomings, we propose a new cluster-based pro-
tocol for VANET called VANET QoS-OLSR. The protocol is an extension of the QoS-
OLSR that considers a tradeoff between Quality of Service requirements and mobility
constraints and solves the limitations of QoS-OLSR that affect the network stability. It
is composed of three components: (1) QoS-based clustering using Ant Colony Opti-
mization, (2) MPR recovery algorithm, (3) and cheating prevention mechanism. First,
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a QoS-based clustering algorithm is presented. This algorithm consists of electing
cluster-heads and selecting MPRs with regard to the QoS and mobility constraints.
The following metrics are considered to compute the QoS value per node: bandwidth,
connectivity and mobility that includes both velocity and residual distance. The band-
width is considered to ensure the reliability, the connectivity is considered to increase
the coverage of cluster-heads and MPRs, while the velocity and distance parameters
are considered to maintain the stability of the network. Based on these metrics, the
cluster-head is elected according to the local maximal QoS value. Once elected, it
is then responsible for selecting the set of MPR nodes responsible for transmitting
the packets and connecting the clusters. This operation is done using an Ant Colony
Optimization (ACO) derived algorithm that aims to reduce the end-to-end delay and
increase the packet delivery ratio through a path guaranteeing the Quality of Service
and mobility constraints. Nonetheless, some nodes having high mobility and low QoS
metrics may claim bogus values to ensure being selected as MPRs. To guarantee the
truth-telling and prevent the cheating during the selection procedure, we introduce a
cheating prevention mechanism that consists of encrypting the QoS values during the
selection. After being selected, some MPR nodes may cause link failures and break
the stability of the network. Therefore, we introduce a MPR recovery algorithm that
is able to select alternative MPR nodes with acceptable quality of service and mobility
metrics able to keep the network connected and reduce the re-elections. Thus, we are
able to maintain the stability of the network during the clusters formation, during the
routing process, and in case of link failures while preserving the Quality of Service
requirements.

In summary, our contribution is a novel QoS-based clustering protocol based on
Ant Colony Optimization that is able to:

• Extend the network lifetime and maintain the QoS requirements by introducing
a QoS-based clustering algorithm that considers the mobility metrics.

• Enhance the End-to-End delay and the Packet Delivery Ratio by selecting the
MPR nodes using Ant Colony Optimization (ACO).

• Prevent the cheating during the MPR nodes selection using an encryption algo-
rithm.

• Reduce the overhead by introducing a MPR recovery algorithm that is able to
select alternative MPRs in case of link failures.

The remainder of this paper is organized as follows. Section 2 reviews the related
work. Section 3 formulates the problem. Section 4 explains the proposed protocol and
describes its three components. Section 5 describes the packet format of the messages
used by our protocol. Section 6 analyzes the performance of the proposed protocol and
discusses the potential problems and solutions related to the cheating risk. Section 7
explains the model used for simulations and presents empirical results. Finally, Section
8 concludes the paper.
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2. Related Work

Several clustering and routing algorithms have been advanced to cope with Mo-
bile and Vehicular Ad Hoc Networks. In this section, we present the main clustering
algorithms proposed for VANET. We present as well the main QoS-based clustering al-
gorithms dedicated for MANET as well as the routing algorithms based on Ant Colony
Optimization since our proposed protocol combines these two key concepts.

2.1. Clustering Algorithms for VANET
Modified DMAC [24] was proposed on top of the original Basagni’s Distributed

and Mobility-Adaptive Clustering algorithm. Its basic idea is to increase the stability
and avoid re-clustering of the group of vehicles moving in different directions using
a freshness parameter. In this algorithm, each node has to know its moving direction,
current position, and velocity.

Affinity Propagation for Vehicular Networks (APROVE)[22] uses the Affinity Prop-
agation algorithm to perform a clustering that minimizes the distance and the mobility
between cluster-heads and members. The affinity metric is composed of responsibility
and availability factors. Responsibility signals how compatible is one node to become
exemplar while availability signals the willingness of the node to become exemplar.

In [21], the authors propose a clustering approach that groups vehicles of similar
mobility patterns in one cluster. The mobility pattern is represented in terms of speed
and direction. The objective of this approach is to increase the stability and extend the
lifetime of clusters.

The authors in [25] propose a multi-hop clustering that uses the relative mobility
between multi-hop away nodes. The beacon delay is used to calculate this metric.
The cluster-head is elected according to the smallest aggregate mobility value. This
approach considers also the problem of re-clustering by postponing it for some time.

In [16], the authors use complex metric composed of traffic conditions, connection
graph, and link quality. Before assigning a node to a cluster, a check on the node’s
reliability is done using the membership lifetime counter. This has the advantage of
avoiding needless re-clustering.

Presented clustering algorithms are proposed for different purposes such as clusters
stability and overhead minimization. However, these algorithms ignore the Quality of
Service which is important for safety, emergency, and multimedia services in VANET
[23]. The Quality of Service relies primarily on connectivity, reliability, and end-to-
end delay. Thus, we propose a new clustering protocol called VANET QoS-OLSR that
is able to maintain the stability of the vehicular network while achieving a tradeoff
between QoS requirements and mobility constraints.

2.2. QoS-based Clustering Protocols
The classical Optimized Link State Routing (OLSR) [7] protocol has been modeled

to cope with Mobile Ad hoc Networks (MANETs). Its basic idea is to elect a cluster-
head for each group of neighbor nodes and divide hence the network into clusters.
These heads then select a set of specialized nodes called MultiPoints relay (MPRs).
The function of the MPR nodes is to reduce the overhead of flooding messages by
minimizing the duplicate transmissions within the same zone. QOLSR [2] was design
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on top of OLSR to consider the Quality of Service of the nodes during the election of
heads and the selection of MPRs. In fact, QOLSR focuses on choosing optimal paths
satisfying the QoS constraints. Though, the QOLSR is unable to deal with Vehicular
Ad Hoc Networks since it considers exclusively the nodes’ bandwidth ignoring thus
some other important metrics such as mobility.

Then came the Quality of Service Optimized Link State Routing (QoS-OLSR) [18],
a cluster-based protocol that aims to prolong the network lifetime. When electing heads
and choosing MPRs, this protocol considers, in addition to the bandwidth, some met-
rics that may affect the network lifetime such as the residual energy. Nevertheless,
the QoS-OLSR has many limitations that make it inadequate to achieve the VANET
requirements since it ignores the mobility of nodes while computing the QoS.

In summary, the above stated protocols designed for MANET have different limi-
tations that make them insufficient for VANET. First, the absence of the mobility con-
straints will affect the vehicular network stability. Second, the MPRs selection algo-
rithm is based on a simple algorithm that does not consider neither the mobility nor the
routing parameters (End-to-End delay and Packet Delivery Ratio). Third, the MPRs
selection procedure is vulnerable to cheating which make it unfair. Fourth, these ap-
proaches do not advance any recovery algorithm to deal with link failures.

2.3. ACO-based Routing Algorithms

Routing Algorithm Using Ant Agents For MANETs (RAAM) [19] was proposed to
reduce the End-to-End delay. This can be done by creating multiple ant colonies that
will travel through different paths to select the optimal one. Nevertheless, the overhead
is the shortcoming that encounters this algorithm.

Ant-Colony-Based Routing Algorithm (ARA) [15] gets several paths from source
to destination to transfer the packets. The drawback of ARA is that it cannot respond
directly to topology change because of its passive nature. Probabilistic Emergent Rout-
ing Algorithm (PERA) [4] is, in contrary, an active method that periodically broadcasts
ants so as to avoid the local best solution. However, the overhead of the routing table
and the periodic broadcasts is a drawback that faces PERA.

The idea of AntHocNet [11] is to achieve a dynamic traffic loading balance for
the whole network in order to reveal the importance of the Quality-of-Service issue.
Nevertheless, AntHocNet suffers from several limitations such as the long search time
and the early convergence for large scales.

In gross, Ant Colony Optimization (ACO) [13] is a probabilistic mechanism that
imitates the real behavior of ants seeking for food to find the optimal path. The main
limitation of this technique in MANETs is the overhead caused by broadcasting the ant
agent to the entire network. In this paper, we present a MPRs selection algorithm that is
based on the Ant Colony Optimization. To the best of our knowledge, there is no work
that exploits the ACO for the MPRs selection in a QoS-OLSR based protocol. Our
proposed protocol assumes that the ant agents called ANT-HELLO are sent exclusively
by the cluster-head and two-hop away at maximum in order to reduce the overhead.
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3. Problem Statement

In this paper, we consider the case of Vehicular Ad hoc Network where a set of
vehicles needs to form stable clusters and maintain the stability during the communi-
cations and in case of link failures. When achieving these goals, several problems arise.
First, the high mobility of the vehicles may lead to a frequent and sometimes immedi-
ate disconnection of clusters. Suppose, for example, a node driving with a velocity of
120 km/h and willing to stop after 130 meters has the highest QoS value in terms of
bandwidth, connectivity and energy. If we use the existing QoS-based clustering algo-
rithms such as QOLSR or QoS-OLSR for heads and MPRs selection, this node will be
elected as a cluster-head and has a high chance to be selected as MPR. However, this
vehicle will stop after a short time and withdraw from the network. Second, the link
failures in VANET are likely to occur. Thus, launching a MPRs selection whenever a
failure happens would lead to wide overhead due to the exchange of a large set of mes-
sages. Third, some nodes may cheat during the selection of MPRs by revealing bogus
QoS values to guarantee being designated. This may lead to elect unreliable MPRs.
Assume a node having a QoS value of 230 claims that its QoS is 530 after observing
others values. This may lead to elect this node as MPR. However, this node might not
have the required share of bandwidth or the reasonable mobility (speed and residual
distance) values. This would lead to a link failure. Furthermore, this node may exploit
its selection to realize malicious purposes such as flooding and Denial of Service.

Based on this, it is clear that the following objectives must be achieved to ensure
the stability of the network. First, the clusters formation and the MPRs selection should
take into consideration a tradeoff between the Quality of Service (bandwidth, End-to-
End delay, Packet Deliver Ratio) and the mobility metrics (speed and residual distance).
Second, there should be a MPR recovery algorithm able to provide quick alternatives
and avoid the frequent re-elections in case of link failures. Third, a cheating preven-
tion mechanism should be applied to forbid the nodes with low QoS values and high
mobility from being selected as MPRs. To achieve these goals, we propose VANET
QoS-OLSR protocol that is composed of three components: (1) QoS-based clustering
using Ant Colony Optimization, (2) MPR recovery algorithm, (3) and cheating preven-
tion mechanism. The details of this protocol are discussed in the section 4.

4. VANET QoS-OLSR Protocol

In this section, we describe the VANET QoS-OLSR protocol proposed to maintain
the stability of the vehicular network. We explain its three components: the QoS-based
Clustering, the cheating prevention, and the MPR recovery. Thereafter, we give an
illustrative example explaining how our protocol works. The protocol can be sum-
marized as follows. First, the cluster-head election algorithm elects a set of optimal
cluster-heads. Next, the elected cluster-heads select a set of optimal MPR nodes re-
sponsible for transmitting the packets and connecting the clusters according to a cheat-
proof procedure. Finally, the MPR recovery algorithm deals with link failures by se-
lecting alternative MPRs.

6



Table 1: Notations

Symbol Significance

N :⇔ Set of nodes in the network.
N2(i) :⇔ 2-hop away nodes from node i.
k :⇔ Source cluster-head.
d :⇔ Destination cluster-head.
m(k) :⇔ Number of 1-hop away nodes from k.
QoS(i) :⇔ Quality of Service value of node or path i.
D(i) :⇔ End-to-End delay of path i.
Pheromone(i) :⇔ Pheromone value of path i.
P :⇔ Set of all paths leading to d.
Prob(i) :⇔ Probability of pheromone for path i.
MPRSet(i) :⇔ Set of MPRs selected by head i.
s :⇔ Nodes Visited Stack.
s(i) :⇔ ith element of s.

4.1. QoS-based Clustering

A QoS-based clustering model for VANET is proposed. The clustering model relies
on two algorithms, the cluster-head election algorithm and the MPRs selection algo-
rithm. In the following, we present the notations and the details of these algorithms.

4.1.1. The Quality of Service Metric Models
To enhance the stability and the quality of service, we propose several Quality of

Service (QoS) models. In the case of MANET, each node chooses its cluster-head
according to several parameters such as proportional bandwidth, and residual energy.
In this paper, the Vehicular Ad hoc Network topology imposes new parameters to adopt
in addition to bandwidth and connectivity namely the vehicle’s mobility represented
by residual distance and velocity. Therefore, we suggest five different QoS models
according to different combinations of the QoS metrics. The bandwidth is considered to
ensure the reliability, the connectivity is considered to increase the coverage of cluster-
heads and MPRs, while the velocity and distance parameters are considered to maintain
the stability of the network. The models are presented in Table 2.

The VelRatio of a node is the velocity ratio for this node. It is calculated according
to Algorithm 1. For example, if a car travels at 60 mph (96.56 km/h) on a trip
and at 100 mph (160.93 km/h) on return trip. Then, the average total speed of the
entire trip would be, Total average speed = 2*60*100/(100+60) = 75 mph (120.7
km/h). The velocity(i) can be any number between 80 and 120, and the VelRatio
for nodes respecting the average speed will be ≤ 1, which increases the QoS value for
these nodes (if we divide by velocity). In contrary, the nodes violating the speed limits
will have a VelRatio > 1 and then a reduced QoS value.

Similarly, the DistRatio of a node is the ratio of residual distance towards the des-
tination. The calculation procedure of this ratio is explained in Algorithm 2. The
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distance parameter in the deployed systems can be obtained with help of the Global
Positioning System (GPS)

Algorithm 1: Velocity Ratio Calculation
1: Initialization:
2: D = distance traveled by the car in each direction
3: t1 = time spent on onward trip
4: t2 = time spent on return trip
5: Total distance traveled by the car = D+D= 2D
6: Total time = t1+t2
7: AvgSpeed:= Total distance/Total time = 2D/(t1+t2).
8: procedure VELOCITYRATIOCALCULATION
9: for each node i ∈ N do

10: Velocity(i):= random integer between Min and Max speed
11: VelRatio(i):=Velocity(i)/AvgSpeed
12: end for
13: end procedure

Algorithm 2: Distance Ratio Calculation
1: Initialization:
2: MaximumDistance:= the distance between source and destination;
3: procedure DISTANCERATIOCALCULATION
4: for each node i ∈ N do
5: CurrentPosition(i): the current position of i
6: ResidualDistance(i):=MaximumDistance-CurrentPosition(i)
7: DistanceRatio(i):=ResidualDistance(i)/MaximumDistance
8: end for
9: end procedure

4.1.2. Efficiency of Adding Mobility Metrics
Several contributions addressed the problem of QoS in Mobile Ad hoc Networks.

The main proposed metrics in these contributions [1, 3, 6] were the connection dura-
tion, packet delivery ratio, end-to-end delay, and jitter. However, these schemes do
not take into consideration the vehicular topology. Therefore, we suggest adding two
new metrics dedicated to the VANET topology namely the velocity and the residual
distance. Considering the residual distance has two objectives: (1) group the vehicles
into clusters with convergent residual distance, and (2) ensure to elect heads and MPRs
with considerable distance to traverse. Similarly, adding the velocity parameter has
two objectives: (1) group the vehicles into clusters with convergent velocity scale, and
(2) ensure to elect heads and MPRs with reasonable velocity. The first objective con-
tributes in prolonging the lifetime of the clusters, while the second reduces the link
failures. Therefore, adding these VANET-dedicated parameters to the other important
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Table 2: Quality of Service Metrics

Notations and Quality of Service Metric Function
Let i be a node in the network. Let’s define:

QoS(i) = Quality of Service Metric of node i
BW(i) = Available bandwidth of i
N(i) = Neighbors of i
VelRatio(i) = Ratio of velocity for i
DistRatio(i): Ratio of remaining distance for i

Bandwidth Model
QoS(i) = BW(i);

Proportional Bandwidth
QoS(i) = BW (i)

N(i) ;
Proportional Bandwidth & Velocity Model (Prop. B-V)

QoS(i) = BW (i)
N(i) ×VelRatio(i);

Proportional Bandwidth & Proportional Distance Model (Prop. B-DV)
QoS(i) = BW (i)

N(i) × DistRatio(i)
VelRatio(i) ;

Bandwidth-Connectivity & Proportional Distance Model (BCDV)
QoS(i) = BW (i)×N(i)× DistRatio(i)

VelRatio(i) ;

network-dedicated factors such as bandwidth and connectivity ensures to have a stable
and reliable Vehicular Ad Hoc Network.

4.1.3. The Cluster-Head Election Algorithm
In the following, we model a cluster-head election algorithm that allows to electing

a set of optimal cluster-heads and dividing the network into clusters. The algorithm
works as follows. The nodes broadcast HELLO messages (Fig. 3) containing their QoS
values two-hop away. Then, each node votes for its neighbor having the local maxi-
mal Quality of Service metric value. A node can as well vote for itself, if it has the
maximal local QoS value. The nodes use their special HELLO messages, called Elec-
tion messages, to locally broadcast their votes. Once the election procedure is done,
the elected node acknowledges to serve as a cluster-head by sending an Ack message
(Fig. 5) containing its public key. This message is sent also 2-hop away. Thereafter, the
elected cluster heads act as MPR nodes for their electors. They should hence broadcast
Topology Control (TC) messages containing their electors. This algorithm is described
in Algorithm 3.

Note that some modifications need to take place to the classical HELLO message.
The first one is adding a flag, the H flag, to signal that a node has been designated
as a cluster-head. The second is to add a new neighbor type in the link code. This
H NEIGH flag denotes that a neighbor has been elected as a cluster head. The Election
messages (Fig. 4) are used by the nodes to indicate the neighbors for which node this
neighbor has voted for. Section 5 explains in details the format of these messages.
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Algorithm 3: Cluster Head Election Algorithm
1: procedure CLUSTERHEADELECTION
2: for each node i ∈ N do
3: broadcast HELLO message containing QoS(i) 2-hop away
4: Let k ∈ N2(i)∪{i} be s.t.
5: QoS(k) := max{QoS( j)| j ∈ N2(i)∪{i}}
6: vote for k through the Election messages
7: MPRSet(i) := {k}
8: end for
9: for each elected head k ∈ N do

10: broadcast an Ack message 2-hop away
11: end for
12: end procedure

4.1.4. Ant Colony Optimization Basic Notations
Ant Colony Optimization [13] imitates the real behavior of ants seeking for food.

Ants search in the environment of anthill; when the food is found, they turn back to
their home depositing a chemical substance called pheromone. Thus, the other ants that
can smell this substance will follow the same path which will successively get passed.
The shortest path will remain consequently followed among various paths due to the
continuous reinforcement by pheromone trails.

In this paper, we exploit this swarm intelligence algorithm to optimize the com-
munications among clusters in a cluster-based QoS-OLSR protocol. To do so, some
ant agents called ANT-HELLO are responsible for gathering information about all the
paths and come up with an optimal choice in this context. The goodness of a path is
estimated using the pheromone value. All pheromone values are set initially to 100 and
are updated periodically according to the ants’ observations. The nodes preserve prob-
abilistic routing tables containing the probability of choosing a neighbor as the next
hop for any destination. These tables are updated periodically by the ant agents based
on the quality of paths. The quality of paths is expressed, in turn, in terms of Quality
of Service and End-to-End delay.

An important element of the ACO, which is used to enhance the future solutions,
is the pheromone evaporation. It is done according to the following equation [12]:
τi = λ × τi +(1− λ )× qi where λ is a smoothing factor between 0 and 1, and qi is
the measured route quality. The efficiency of the evaporation process can be summa-
rized as follows. The pheromone trails start to evaporate as the time evolves. Thus,
the goodness probability represented by the pheromone value will begin to disappear
piecemeal unless they are reinforced by more ants. The optimal path will hence get
marched by more ants than the other paths. This would increase its pheromone den-
sity. Thus, the evaporation phenomenon is important to avoid the convergence to local
optimal solutions.
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4.1.5. The MPR Nodes Selection Algorithm
Once elected, the cluster-heads are charged to select a set of optimal MPR nodes.

This set of nodes is responsible for interconnecting the clusters and forming a con-
nected network. The MPRs selection algorithm assumes that a flag indicating node’s
QoS value is added to the ANT-HELLO message (Fig. 6).

The MPRs selection algorithm works as follows. Consider a case where two cluster-
heads want to establish a communication between each other by selecting a set of
MPR nodes. Initially, the source cluster-head sets the ANT-HELLO messages type to
0 indicating that these messages will be forwarded to the destination cluster-head. It
then sends “m” messages (m is the number of 1-hop away neighbors leading to the
destination head) to its 2-hop away nodes. Each intermediate node receiving this ant
message calculates its QoS metrics value and inserts it in the appropriate field of the
message. Meanwhile, the ants save each visited node in the “Nodes Visited Stack” field
of the ANT-HELLO message (Fig. 6) to be used later for tacking back the route. The
ANT-HELLO messages keep being propagated 2-hop away until reaching the intended
cluster-head.

Once reached, this cluster-head sets the type of ANT-HELLO messages to 1 indi-
cating that these messages will be backwarded to the source. It then extracts the QoS
values of the intermediate nodes and sums up the QoS values for the nodes forming a
single path. It calculates also the End-to-End delay for each path using the number of
hops presented in the “Nodes Visited Stack”. It updates hence the “route time” field
accordingly. In order to compute the pheromone value for each path, it subtracts the
End-to-End delay from the sum of QoS values for each single path. Now, this cluster-
head node has the pheromone values of all the paths leading to it. Hence, it updates the
“pheromone value” field (Fig. 6) with these values. Similarly, the pheromone value of
each single node is calculated. This value is equal to the node’s QoS value. Thereafter,
this cluster-head calculates the probability of pheromone for each path. Afterwards, it
selects the nodes belonging to the path having the higher probability of pheromone and
located within the scope of its cluster as MPRs. Next, it sends back the ANT-HELLO
messages two-hop away until reaching the source head through the chosen optimal
path. This latter cluster-head, in turn, receives the messages and selects the nodes be-
longing to the optimal path and locating within its cluster as MPRs. Now, these two
cluster-heads can communicate with each other through the selected MPR nodes. Note
that the 3-hop away cluster heads may be reached through the 2-hop away nodes. The
MPRs selection algorithm is presented in Algorithm 4.

4.2. Cheating Prevention

In order to guarantee a reliable and fair MPRs selection procedure, the cheat-
ing risk should be considered. In fact, some nodes may receive the ANT-HELLO
message and notice that some other vehicles have QoS values that are higher than
theirs. For this reason, these nodes may cheat by revealing exaggerated QoS val-
ues in a way to ensure them being selected as MPRs. Therefore, the QoS values
should be somehow hidden. Consequently, we propose an encryption mechanism
to be applied during the elections. The mechanism works as follows. After being
elected as a cluster-head, each head node must propagate a message called Ack (Fig.
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Algorithm 4: MPR Selection Algorithm
1: Initialization:
2: MPRSet(k) := MPRSet(d) := /0

Part I - Go Phase
3: procedure GOPHASE
4: for each source k do
5: Set “Type” flag in ANT-HELLO message to 0 (forward)
6: Broadcast m(k) ANT-HELLO messages two-hop away
7: for each intermediate node i do
8: Compute QoS(i)
9: Insert QoS(i) into ANT-HELLO

10: end for
11: end for
12: end procedure
Part II - Back Phase
13: procedure BACKPHASE
14: for each destination d do
15: Set “Type” flag in ANT-HELLO message to 1 (backward)
16: for each path i do
17: Calculate D(i)
18: Compute QoS(i) := QoS(x)|x ∈ i and QoS(x) := min{QoS(u)|u ∈ i}
19: Compute Pheromone(i) := QoS(i)−D(i)
20: Compute Prob(i) := Pheromone(i)/∑P

j∈1 Pheromone( j)
21: end for
22: MPRSet(d) := {x|x ∈ j|prob( j) := max{prob(u)|u ∈ P}}
23: Send back the ANT-HELLO messages 2-hop away
24: end for
25: end procedure
Part III - Final Phase
26: procedure FINALPHASE
27: for each source k do
28: MPRSet(k) := {x|x ∈ j|prob( j) := max{prob(u)|u ∈ P}}
29: end for
30: end procedure
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5) containing its public key 2-hop away. This key is used during the elections by
the intermediate nodes to encrypt their QoS values using the destination head’s key
ENCRY PT{QoS value,destination public key}. Thus, each node’s QoS value is pro-
tected from further interception and exploitation since no other node than the desti-
nation cluster-head can decrypt these values. Furthermore, upon launching the MPRs
selection procedure, the cluster-heads include their public keys in the ANT-HELLO
(Fig. 6) messages. These messages are then propagated two-hop away until reaching
the cluster-head destination. Once reached, the destination cluster-head receives the
ANT-HELLO messages which contain the source cluster-head’s public key. It decrypts
then the encrypted QoS values using its private key (since they are encrypted using its
public key) DECRY PT{QoS value,destination private key}, extracts the values and
updates the pheromone flag accordingly. Finally, it encrypts back the QoS values using
the source head’s public key received from the ANT-HELLO messages and sends back
these messages to the source head, which in its turn selects its set of optimal MPR
nodes.

4.3. MPR Recovery Algorithm
Link failures represent a big challenge to the stability of the vehicular network. Fig.

1 illustrates a link failure example where node 8 serving as MPR between Cluster 1 and
Cluster 2 decides to leave its current cluster and join Cluster 3. Thus, the link between
Cluster 1 and Cluster 2 is broken and they cannot communicate with each other until
a new set of MPRs is selected. Link failures occur due to several reasons such as:
mobility, interference, and congestion.
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Figure 1: Link failure example: Node 8 serving as MPR between Cluster 1 and Cluster 2 decides
to leave its current cluster and join Cluster 3

• Mobility: VANET is characterized by a high mobility resulting from the high
speed of vehicles. This leads to recurrent disconnections and link failures.
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• Congestion: The heavily loaded networks may produce congestions in Vehicular
Ad hoc Networks, which would in turn cause link failures.

• Interference: The interference occurs mostly due to packets collisions. This
collision may be intentional or unintentional. In both cases, the interference
would result in link failure.

In order to maintain the stability of the network and reduce the overhead caused by
the repeated elections, we propose a MPR recovery algorithm capable to deal with link
failures and keep the network connected. Our algorithm does not rely on lower level
service to detect link failures. Instead, link failures are detected when an expected TC
message from a certain MPR is not received. The algorithm works as follows. Once the
cluster-head receives the ANT-HELLO message, it first sorts the “Nodes Visited Stack”
in decreasing order according to the pheromone values. Then, if a cluster-head misses
a TC message from a certain MPR, it first deactivates this link by removing this node
from the stack. This means that a link failure by this MPR has occurred. It selects then
the first element of the stack as MPR. This node leads to the same destination since
it was visited by the ANT-HELLO message and has the higher pheromone value as a
result of the sorting. This process is repeated until the stack becomes empty. When the
stack becomes empty, the cluster-head launches the MPRs selection algorithm again in
order to select a new set of MPRs. Thus, we are reducing the overhead by providing
a simple method capable to deal with link failures and keep the network connected
without the need for repeated re-elections. The MPR recovery algorithm is presented
in Algorithm 5.

Algorithm 5: MPR Recovery Algorithm
1: procedure MPRRECOVERY
2: for each cluster-head k do
3: Sort the “Nodes Visited Stack” s
4: if(TCmsgNotRcvdTime(n)> TimeAllowedForTC()) then
5: s := s−{n}
6: MPRset(k) := i/i ∈ s(1)
7: if(isEmpty(s)) then
8: MPRSelectionAlgorithm()
9: end if

10: end if
11: end for
12: end procedure

4.4. Illustrative Example

To illustrate how VANET QoS-OLSR works, we present a concrete example. Fig.
2 shows a network with fourteen nodes and six possible paths. Table 4 gives the
pheromone value and the relevant probability of each path using the MPRs selec-
tion algorithm (refer to Algorithm 4), while Table 3 shows the QoS metrics value
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Table 3: QoS metrics values of nodes using the BCDV model

Nodes 1 2 3 4 5 6 7
QoS value 575.8 197 503.2 379.4 316.7 338.7 308.1
Pheromone 575.8 197 503.2 379.4 316.7 338.7 308.1

Nodes 8 9 10 11 12 13 14
QoS value 400 234.01 159.54 389.5 746.5 797.8 546.76
Pheromone 400 234.01 159.54 389.5 746.5 797.8 546.76

Table 4: The pheromone probability values using MPRs selection algorithm

Path p1 p2 p3 p4 p5 p6 Sum
Nodes 6−7 6−8 6−9 1−7 1−8 1−9 −

End-to-End delay (seconds) 125 256 233 479 107 108 −
Pheromone 521.8 482.7 339.71 404.9 868.8 701.81 3329.72
Probability 0.16 0.14 0.11 0.12 0.26 0.21 1
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Figure 2: Vehicular Ad Hoc Network example: A network of 14 nodes needs to form clusters by
electing cluster-heads and connect the clusters by selecting MPR nodes

and the pheromone value for each node according to the BCDV model (Table 2). The
pheromone value for a single node corresponds to the QoS value of this node. The QoS
value of a certain path is determined by finding the minimal QoS for the path. It is com-
puted as follows. Let’s take the path p1: QoS(p1)=min(QoS(node 6),QoS(node 7))=
min(338.7,308.1) = 308.1. After receiving the HELLO messages from its neighbors,
a node votes for the neighbor having the local maximal Quality of Service metric value
to be the cluster-head. This is done according to the BCDV QoS function (Table 2).
Using the Cluster Head Election algorithm, nodes 12 and 13 are elected (Algorithm
3) as cluster-heads. From now on we call node 12 as CH-1 and node 13 as CH-2. To
connect CH-1 with CH-2 which is 3-hop far away, CH-1 has 6 possible paths: 6-7-CH-
2, 6-8-CH-2, 6-9-CH-2, 1-7-CH-2, 1-8-CH-2, 1-9-CH-2. The source head CH-1 first
sends 2 (according to the number of its 1-hop away neighbors) forward ANT-HELLO
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messages (Fig. 6) to all the 2-hops away nodes (nodes 7, 8 and 9). During the Go
phase (Algorithm 4-Part I), each node receiving this message calculates its QoS met-
rics, encrypts this value using the destination head CH-2 public key, and inserts the
encrypted value in the message. Upon receiving the messages (Algorithm 4-Part II),
CH-2 decrypts the QoS values and subtracts them from the path route time to calculate
the pheromone values. In our case, the path 1−8 gives the higher pheromone probabil-
ity (Table 4). Then, CH-2 chooses the node 8 as MPR, encrypts the QoS values using
CH-1 public key and sends back the ANT-HELLO messages through the 1− 8 path.
The source head (CH-1), in its turn, upon receiving the messages (Algorithm 4-Part
III), selects node 1 as MPR. Now, the CH-1 and CH-2 can communicate through the
path 1− 8. The selected cluster-heads CH-1 and CH-2 then sort the “Nodes Visited
Stack” of the ANT-HELLO message in decreasing order according to the pheromone
values. Suppose now that node 1 serving as MPR fell out of the transmission range of
the cluster-head CH-1 and causes hence a link failure. Using the MPR recovery algo-
rithm (Algorithm 5), CH-1 deactivates the link of node 1 by removing it from the stack.
Then, it selects the first element of the stack as MPR (node 6 in our case) since this
node has the higher pheromone value after node 1 and leads to the same destination
CH-2 given that the ANT-HELLO message has visited it. The path 6−8 is then used to
connect the two clusters. CH-1 can still handle the link failures in the same way until
the stack becomes empty. If it is the case, then it has to launch the MPRs selection
algorithm again.

5. Packet Format

In this section, we present the format of the messages needed by the cluster-head
election and the MPRs selection algorithms.

5.1. Cluster-head Election Messages

The cluster-head election algorithm relies on modified HELLO, Election, and Ac-
knowledgement messages.

5.1.1. HELLO Messages
Some modifications are done on the original HELLO message. The modifications

are presented below:

• Reserved field: The first three bits are used to encode the version number of this
extension (001).

• Willingness: This field maintains the QoS value of the issuing node.

• Htime: This field specifies the time interval between two emitted HELLO mes-
sages.

• Link Code: This field is split up into two subfields Neighbor Type (2-bit field)
and Link Type. Another neighbor type is also added. H NEIGH signals that a
neighbor has been elected as a cluster head.
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0          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

001            Reserved H Htime QoS Value 

Link Code Reserved Link Message Size 

Neighbour Interface Address 

QoS Value   

Neighbour Cluster Head Address 

Neighbour Interface Address 

QoS value   

Neighbour Cluster Head Address 

... 

Link Code Reserved Link Message Size 

Neighbour Interface Address 

QoS value   

Neighbour Cluster Head Address 

Neighbour Interface Address 

QoS value   

Neighbour Cluster Head Address 

... 

Figure 3: HELLO message format: This message is used by the nodes to find their 1-hop and
2-hop neighbors and to propagate their QoS values

5.1.2. Election Messages
After the exchange of HELLO messages, each node votes for the neighbor having

the highest QoS value. It can vote for itself if it has this value. The election procedure
is achieved using an Election message. In fact, the nodes use this message to broadcast
locally their votes. This message is straightforward. It indicates the identifier (ID) of
the voted cluster head by the issuing node with its QoS value. This message has the
same format as the HELLO message. The message format is illustrated in Fig. 4.

0          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

001 Reserved 0 Htime QoS Value 

Link Code Reserved Link Message Size 

Elected Cluster-head ID 

Figure 4: Election message format: This message is used to propagate the votes during elections

5.1.3. Acknowledgement Messages
The Ack message is sent by the cluster-head once elected. Each head sends it 2-

hop away to signal that it acknowledges serving as a cluster-head for its electors. This
message is derived from the original HELLO message which makes them share some
common fields such as: Htime, Link Code and Link Message Size. The H flag is set to 1
in this message indicating that it is sent by a cluster-head. It contains in addition a new
flag, the Head Public Key flag, used to propagate the public key of each cluster-head
to its 2-hop away nodes. These nodes can later encrypt their QoS values during the
MPRs selection process allowing only the entitled cluster-heads to decrypt and check
them.This mechanism is used to prevent the cheating represented by claiming bogus
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QoS values in order to guarantee being selected as MPRs. The structure of this message
is illustrated in Fig. 5.

0          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

 001 Reserved 1 Htime  0 0 0 0 0 0 0 

Link Code  Link Message Size 

 
Head Public Key 

 

Figure 5: Ack message format: This message is used by the cluster-head to acknowledge serving
its voters and to broadcast its public key used for cheating prevention

5.2. MPRs Selection Messages

The MPRs selection algorithm relies on one new specialized HELLO message
called ANT-HELLO and one TC message. The next subsections explain these mes-
sages and describe their usages.

5.2.1. ANT-HELLO Messages
As shown in Fig. 6, the ANT-HELLO messages are an extended version of HELLO

messages. The modifications are the following:

0          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

001 T Reserved H Htime QoS Value 

 
Head Public Key 

 

Link Code  Link Message Size 

Nodes Visited Stack 

QoS Value Hop Count Route time 

Neighbour Interface Address 

Pheromone Value 
QoS value Hop Count Route time 

Neighbour Cluster Head Address 

... 

Link Code Public key Link Message Size 

Nodes Visited Stack  

QoS value Hop Count Route time 

Neighbour Interface Address 

Pheromone Value 

QoS value Hop Count Route time 

Neighbour Cluster Head Address 

... 

Figure 6: ANT HELLO message format: This message is used to collect the paths information
during MPRs selection

• T: indicates the message type. It is 0 for forward ants and 1 for backward ants.
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• Hop Count: This field is incremented by the forward ANT-HELLO messages
when they are about to move to the next node. It is used to signal the number of
intermediate nodes visited by the ant messages.

• Nodes Visited Stack: This stack maintains the path of the forward ANT-HELLO
messages when it gets the destination. ANT-HELLO uses then this stack to track
back to the source.

• Public key: This field contains the public key of the originator cluster-head. It is
represented in terms of 512 bits.

5.2.2. TC Messages
We made a slight modification on the Topology Control (TC) message. In fact,

the first three bits of the Reserved field are used to encode the version number of this
extension (001). Additionally, the message incorporates the QoS value of the issuing
node. This value is used to calculate the optimal MPRs chosen to transmit the packets.
The message format is illustrated in Fig.7.

0          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

ANSN 0 01 Reserved 

QoS Value  

Advertised Neighbour Main Address 

Advertised Neighbour Main Address 

... 

Figure 7: TC message format: This message is used by the MPRs to propagate neighbor infor-
mation over the network

6. Performance Analysis and Discussions

Since the simulation results have become recently not sufficient for evaluating a
proposed scheme, we analyze in this section the performance of several aspects re-
lated to our approach such as: overhead of the MPR selection algorithm, percentage
of MPRs, network stability, end-to-end delay, and packet delivery ratio. We discuss as
well the cheating risk in terms of problem, solution, and future work.

6.1. Computation Overhead

Each normal node i encrypts its Quality of Service (QoS) value. Later on, only
the cluster-heads decrypt, using their private keys, the encrypted values in order to
find the optimal path and select then the appropriate MPRs. They also encrypt back
the QoS values using each other public keys. Hence, each normal node encrypts one
message and does not decrypt anything. On the other hand, the cluster-head encrypts
T Ngi and decrypts T Ngi messages where T Ngi is the number of 2-hop away nodes
leading to the desired destination. Note that each normal node must find the highest
QoS value amongst its neighbors to elect it as cluster-head which requires O(log(Ngi))
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where Ngi is the number of neighboring nodes. Therefore, each node approximately
performs O(1) encryption, 0 decryption, and O(log(Ngi)) to calculate the highest QoS
value. The cluster-head node performs T Ngi encryptions and T Ngi decryptions. Thus,
the computation overhead for each node is O(T Ngi)+O(1)+O(log(Ngi))≈O(T Ngi).
Note that this overhead level is small in comparison with other algorithms since it is
bounded by the number of 2-hop away nodes instead of being bounded by the number
of all neighboring nodes. In the most of protocols that use ant colony optimization
for the routing such as SACOM [20], AntHocNet [11], ARA [15], and PERA [4], the
sender node has to broadcast the ant packet many hops away which causes a wide
overhead over the network.

6.2. Communication Overhead
The cluster-head nodes broadcast three messages to at maximum 2-hop away nodes

(HELLO, ANT-HELLO, and Ack). The normal nodes broadcast two messages (HELLO,
and Election) also two-hop away. Later on, the MPR nodes broadcast TC messages
over the network to indicate neighbors information. Hence, the total communication
overhead of our algorithm is Ngi + 3T Ngi + 2T Ngi = Ngi + 5T Ngi, where Ngi is the
total number of nodes and T Ngi is the number of 2-hop away nodes. This level of over-
head is acceptable compared with other Ant Colony Optimization based approaches
where the source node has to broadcast the messages to many hops away. In this
model, the cluster-head broadcasts three messages 2-hop away only.

6.3. Percentage of MPRs
The number of needed MPRs is inversely proportional to the connectivity of the

selected set of MPRs. This means, as the connectivity increases, the number of selected
MPRs will decrease and vice versa. Consider a cluster of N nodes. Suppose that the
cluster-head of this cluster selects a MPR with connectivity N − 8. Hence, there will
be N − (N −8) nodes not covered by this MPR and need another set of MPRs to may
communicate with other clusters. In contrary, if the connectivity of the MPR was
N − 3 there will be N − (N − 3) nodes not covered by this MPR and need another set
of MPRs to may communicate with other clusters. Knowing the fact that N − (N −
3) < N − (N −8), it is clear that the number of uncovered nodes by the MPRs having
higher connectivity level is less than that by the MPRs having less connectivity. Thus,
as the connectivity of the selected MPRs increases, the need for selecting new MPR
nodes will decrease. This shows that our proposed model, which assumes that the
connectivity factor should be multiplied by the QoS function, is able to reduce the
percentage of MPRs and decrease hence the jamming over the network caused by the
large number of sent TC messages.

6.4. Network Stability
Consider a network composed of two clusters. The first cluster has to select a MPR

in order to communicate with the other cluster. We have two axioms:

• Axiom1: the time for a MPR existing in the first cluster to reach the other cluster
is t = d/v, where v is the velocity at which the MPR is driving and d is the
distance separating the MPR from the second cluster.

20



• Axiom2: d = D, where D is a constant.

Consider the two following cases.

• Case1: the first cluster-head elects a MPR with velocity V. So, the time for this
MPR to get the other cluster is t = D/V .

• Case2: the first cluster-head elects a MPR with velocity 2V . Thus, the time to
get the other cluster will be t = D/2V .

Knowing the fact that D/2V < D/V , it is obvious that the MPR in the second case will
move to the other cluster earlier and break down hence the communication between
the two clusters. Therefore, the less the velocity, the more the stability and dividing the
QoS function by the velocity will prolong the clusters’ lifetime. Let’s take a similar
example for the residual distance. A cluster-head has to select a MPR in order to
communicate with other clusters. We have the following axiom:

• Axiom1: the MPR is driving with velocity V where V is a constant.

Consider the two following cases.

• Case1: the first cluster elects a MPR having a residual distance of D.

• Case2: the first cluster elects a MPR having a residual distance of 2D.

In the first case, the time separating the MPR from reaching the other cluster is t =D/V .
In the second case, the time will be t = 2D/V . Since 2D/V > D/V , the MPR in the
second case will be farther from reaching the other cluster, which is desirable. Thus,
the link between the two clusters will last for more time. Consequently, the more the
residual distance, the more the stability; Overall, we can notice that multiplying the
QoS metrics function by the residual distance and dividing it by the velocity parameter
increase the stability of the network.

6.5. End-to-End Delay
Consider a network with two clusters. The first cluster has to elect a MPR to be able

to communicate with the other cluster. It has the choice between Node1 and Node2
belonging respectively to Path1 and Path2. Initially, the pheromone values of the
paths are pheromone(Path1)=QoS(Path1)=α and pheromone(Path2)= QoS(Path2)=α ,
for example. According to the MPR selection algorithm (Algorithm 4), the cluster-
head has to send some ants to detect the local optimal path in terms of pheromone
value. Assume ants reported that the route times of Path1 and Path2 are t and t + 10
seconds respectively. According to Algorithm 4, the pheromone values are calcu-
lated in the following way: pheromone(Path1)=QoS(Path1)-time(Path1)=α − t and
pheromone(Path2)=QoS(Path2)-time(Path2)= α − (t + 10). Node1, which belongs to
the path having the highest pheromone, will be then selected to serve as MPR. It’s ob-
vious that Node1 has to traverse less number of hops to reach the second cluster since
t < t + 10. According to Ant Colony Algorithm, this node will still be selected as
MPR until another local optimal choice arises due to the fact that it will get marched
frequently by ants. Thus, the end-to-end delay represented by the number of hops is
minimized in our protocol.
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6.6. Packet Delivery Ratio

The Packet Deliver Ratio is defined as the total number of packets received by
the destination over the total number of packets sent by the source within a period
of simulation: PDR = Total number o f received packets

Total number o f sent packets . Thus, as the number of received
packets increases, this ratio will also increase. The number of received packets relies on
several factors including: connectivity, percentage of stability, and End-to-End delay.
The connectivity and the percentage of stability ensure that the packets are transmitted
along a continuous connected path without packet losses. This increases the probability
of the packets to be received. The End-to-End delay is also important in this context.
The increase of this factor increases the likelihood of packet losses and timeouts which
reduces the total number of received packets and reduces hence the packet delivery
ratio and vice versa. The above paragraphs show that VANET QoS-OLSR is able to
increase the connectivity and the percentage of stability and decrease the End-to-End
delay. As a result, VANET QoS-OLSR is able as well to increase the packet deliver
ratio.

6.7. Cheating Risk Discussion

In order to guarantee a reliable and fair MPRs selection procedure, the cheating
risk should be considered. In fact, some nodes may receive the ANT-HELLO message,
used to propagate the QoS values, during elections and notice that some other vehicles
have QoS values that are higher than their own values. For this reason, these nodes
may cheat by revealing exaggerated QoS values in a way to ensure them being selected
as MPRs. Therefore, the QoS values should be somehow hidden. Consequently, we
design a MPR selection procedure of three rounds. In the go phase, each node encrypts
its QoS using the head destination public key so that only the latter can decrypt it.
Then, nodes update the ANT-HELLO message with the encrypted value. Thus, each
node is preserving its QoS value from being observed and exploited by malicious ve-
hicles. In the back phase, upon receiving the encrypted values from the nodes, the
destination cluster-head decrypts these values using its private key. It calculates then
the pheromone value of each path and selects the nodes belonging to the path having the
highest probability of pheromone and located within its cluster limits as MPRs. There-
after, it re-encrypts the QoS values using the source head public key received from the
ANT-HELLO message and sends back the messages towards the source via the chosen
optimal path. The source head node can, in its turn, select the nodes belonging to the
optimal path and existing within its cluster as MPRs.

To perform such a mechanism, a combination of TESLA [26] and Public Key
Infrastructure (PKI) [27] can be used as a possible solution where these two tech-
niques have proved to be lightweight when used to MANET. In fact, recent in-
vestigations showed that computationally limited mobile nodes such as vehicles in
VANET can perform public key operations. Thus, since our algorithm involves
more verification than signing, the vehicles can verify a signature in 0.43s using
the PKI technique [27]. Note that the encryption/decryption mechanism is done
only during MPRs selections where the mission of the cluster-heads is to verify
the encrypted QoS values not to sign. This makes our process lightweight for the
nodes and especially for the cluster-heads even in dense networks.
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Furthermore, the use of TESLA and PKI for cheating prevention can achieve
three main security properties: integrity, authentication, and freshness. In fact,
the use of TESLA and PKI protocols allows the messages to be signed by the
source nodes (intermediate nodes) and verified by others (cluster-heads). Thus,
the integrity is ensured and the possibility of modifying the QoS values is pre-
vented. Besides, the PKI allows the recipient of a message to verify the identity of
the sender through its signature, which achieves the source authentication prop-
erty. Moreover, the TESLA protocol allows the synchronization among the vehi-
cles’ clocks, which avoids the message replay attacks. Thus, the freshness property
is guaranteed. Note that with TESLA, loosely synchronized clocks are available.

7. Simulation Results

This section is divided into two parts. The first part presents the results after com-
paring our five proposed models (available in Table 2) with each others, while the sec-
ond part is devoted to compare the preferred model among them with the QoS-OLSR
and the classical QOLSR approaches. The factors to evaluate during the simulations
are the: percentage of MPRs, percentage of stability, End-to-End, packet delivery ratio,
and bandwidth average difference.

7.1. Simulation Scenario and Parameters
In order to compare the different models, we resorted to the use of MATLAB [28]

network simulator with the VanetMobiSim [14] traffic simulator. VanetMobiSim is
a traffic simulator that employs XML code to represent the network features such as
number of nodes, topography, velocity, duration, and time steps. VanetMobiSim sup-
ports both micro-mobility and macro-mobility features. Macro mobility model refers
to road topology namely the number of lanes, the traffic light constraints, speed limits,
etc. Micro mobility is concerned more by driving behavior [14]. We parse then the
TIGER file to take the information related to the road topology. A simulation area of
3000×1000m is used to simulate a set of nodes varying from 30 to 100. A screenshot
of this area is presented in Fig. 8. The highway topology is exploited to simulate the
traffic since the most of works dedicated to VANET use this topology to evaluate
the performance of their models [30, 29, 22]. The velocity bounds on this highway
range from 60 km/h to 120 km/h. The transmission ranges used for the simulations
vary from 150 to 300. Each simulation round lasted 420 seconds after 30 seconds of
the initial, excluding the movement of the nodes. The log-normal shadowing model
has been used as a propagation model. In this model, the signal strength perceived
by a certain node is affected not only by the distance between the transmitter and
the receiver, but also by some other random factors. In fact, the log-normal shad-
owing radio propagation takes into account that the antennas are not perfectly
isotropic, and, even more importantly, the environment might be obstructed by,
e.g., buildings or trees. The parameters of this model are set as follows:

• Path loss exponent: 5 (this parameter describes the environment decay rate).

• Shadowing Deviation: 6 (this parameter describes the variation due to ob-
stacles).
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To provide more accurate simulations, we took a confidence level of 95%. Then,
we run independent simulations for each factor being evaluated (e.g, clusters sta-
bility, percentage of MPRs...) and we calculate the confidence interval using the
mean and standard deviation to know the number of simulation runs that are
able to yield results within this interval. Experiment results show that running
100 independent simulation runs is able to provide results within the confidence
interval. The simulation parameters are summarized in Table 5.

Table 5: Simulation Parameters

Parameter Value
Clustering Protocols VANET QoS-OLSR, QoS-OLSR, and Classical QOLSR
Number of nodes 30,40,50,60,70,80, and 100
Transmission range 150,200, and 300 m
Topology Highway
Packet Size 1 kb
Idle Time Random value in [0..1]
Link Bandwidth 2Mbps
Available Bandwidth Idle Time×Link Bandwidth
Hello messages 18 messages are sent per minute
Radio Propagation Model Log-normal Shadowing Model
Minimum Speed 60 km/h
Maximum Speed 120 km/h
Number of simulation runs 100 (95% of confidence level)

Figure 8: Graph of streets used in our vehicular movement simulations.

7.2. Comparison Between Our Proposed Models

In this part, we present a comparison between our proposed models presented in Ta-
ble 2 in order to find the best model that will be compared with the other approaches.
In terms of MPRs, Fig. 9 reveals that the Bandwidth-Connectivity & Proportional Dis-
tance (BCDV) model gives the least percentage. This result is obtained by multiplying
the connectivity by the other metrics instead of dividing it by the QoS metrics in the
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Figure 9: Percentage of MPR nodes: The BCDV model is able to decrease the percentage
of MPRs by considering the connectivity factor that is able to increase the coverage of the
MPRs
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Figure 10: Percentage of stability: The BCDV model is able to increase the percentage of
stability by considering the residual distance and velocity that can decrease the clusters’
disconnections

most of other functions (refer to Table 2). Concerning the clusters stability, which de-
pends mainly on the distance and velocity factors, Fig. 10 shows that BCDV gives an
improved percentage of stability compared to the other models. Note that the percent-
age of stability increases when the number of nodes reaches 90. This is due to the
fact that such number of vehicles is able to form stable clusters as a result of their
connectivity level, which depends on the initial positions generated randomly by
the simulator. The average number of hops between the source and destination is
also reduced with this model according to Fig. 11 which reduces the end-to-end delay.
Similarly, the packet delivery ratio is increased using BCDV model as depicted in Fig.
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Figure 11: Average number of hops: The BCDV model is able to decrease the average
number of hops by using Ant Colony Optimization for MPRs selection and considering the
route time when calculating the pheromone
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Figure 12: Packet Delivery Ratio: The BCDV model is able to increase the packet delivery
ratio by increasing the stability and using Ant Colony Optimization for MPRs selection

12.
Moving to the percentage of bandwidth average difference, this factor can be de-

fined as the bandwidth difference between the path having the maximal bandwidth
value and the path currently selected. Table 6 reveals that the model adopting the band-
width alone should annul this percentage and give hence the optimal solution in this
context. For the remaining models, the BCDV and Proportional Bandwidth models
compete to give the least average difference.

In gross, the BCDV model should be selected to be compared with other ap-
proaches. From now on, we call the BCDV model as VANET-QoS-OLSR when com-
paring it with the other approaches.
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Table 6: Bandwidth Average Difference between our models

Models Transmission Ranges
150 200 300

Bandwidth 0% 0% 0%
Proportional bandwidth 6.77% 3.85% 3.15%

Proportional B-V 7.59% 4.21% 4.56%
Proportional B-DV 6.63% 5.11% 3.76%

BCDV 7.08% 4.3% 3.94%

7.3. Comparison With Other Approaches

In this part, we present a detailed comparison between our proposed protocol, the
cluster-based QoS-OLSR, and the classical without clustering QOLSR. The latter ap-
proach adopts only the bandwidth factor for calculating the QoS function, while the
QoS-OLSR uses the proportional bandwidth combined with the residual energy of
each node to build the Quality of Service function. In contrary to QOLSR, VANET
QoS-OLSR and QoS-OLSR adopt the clustering concept so that each set of nodes
elects their cluster-head which is, in turn, responsible for electing the appropriate set
of MPRs entitled to communicate with other clusters.
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Figure 13: Percentage of MPR nodes
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Figure 14: Percentage of stability

Percentage of MPR Nodes. The MPR is a node selected by the cluster-head to serve
as a relaying point during the communications among clusters. It also includes the
cluster-head itself. Fig. 13 shows that the cluster-based models (VANET QoS-OLSR
and QoS-OLSR) give a reduced percentage of MPR nodes since these multi-points
relay are selected by a limited number of nodes namely the cluster-heads. Similarly,
the VANET QoS-OLSR outperforms the QoS-OLSR by reducing the percentage of
MPRs around 20%. This result can be justified by the fact that VANET QoS-OLSR
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Figure 15: Average number of hops
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Figure 16: Packet Delivery Ratio

multiplies the QoS function by the connectivity factor. This would lead to elect the
MPRs having higher connectivity which reduces the need for electing wide set MPR
nodes. In contrary, the QOLSR model divides the bandwidth by the number of neighbor
nodes which will affect the protocol performance and raise the need for a larger set of
MPRs. By reducing the number of MPRs, the VANET QoS-OLSR is decreasing the
jamming over the network produced by the large number of exchanged TC messages.
Therefore, this model seems to be efficient for dense networks.

Percentage of Stability. The percentage of stability is obtained by dividing the number
of current nodes in each cluster by the previous number of nodes in the same clus-
ter before a slot of time. If 60% or above of the nodes are still in the cluster, then
the cluster is considered stable. Otherwise, it is considered unstable. Fig. 14 reveals
that VANET QoS-OLSR increases the percentage of clusters stability as the number of
nodes increase. This result can be justified by the fact that our model takes into con-
sideration the distance factor proportionally to the adopted velocity while calculating
the QoS function. Hence increasing the distance and decreasing the velocity leads to
a better QoS value. Multiplying by the distance factor guarantees that the clusters are
formed by vehicles having convergent distance to traverse before reaching the destina-
tion. It guarantees as well that cluster-heads and MPRs have a considerable remaining
distance to traverse in order to avoid the frequent disconnections. Dividing by the ve-
locity ensures that vehicles violating speed limits have less chance to be cluster-heads
or MPRs and that nodes belonging to the same cluster must have a convergent scale of
speed.

Path Length. The path length is the average number of hops needed to transfer data
between the source and destination. This factor reflects the End-to-End delay. In our
protocol, the optimal path between a given source and destination is chosen according
to the highest QoS value and the least expected route time. Fig. 15 describes the average
number of hops yielded by the three protocols (VANET QoS-OLSR, QoS-OLSR and
QOLSR) after sending messages from ten random sources to ten random destinations.
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The shown results prove that the VANET QoS-OLSR model gives less number of hops
compared to other models. This improvement is earned by considering the route time
while calculating the pheromone value used to select the MPRs. Moreover, using Ant
Colony Optimization guarantees that the shortest path will still be chosen until a link
failure occurs due to the fact that this path will get marched by ants over and over again
and reinforced hence by more pheromone values.

Packet Deliver Ratio. In order to evaluate the efficiency of any routing algorithm, two
major metrics should be considered: the End-to-End delay and the packet delivery
ratio. We evaluate in this part the efficiency of the MPRs selection algorithm by mea-
suring the packet delivery ratio yielded by this algorithm. The packet delivery ratio is
obtained by dividing the total number of received packets by the total number of sent
packets. Fig. 16 reveals that VANET QoS-OLSR is able to increase this ratio. This
is due to the fact that it is able to increase the connectivity, maintain the stability, and
decrease the End-to-End delay compared to the other approaches.

Table 7: Bandwidth Average Difference

Models Transmission Ranges
150 200 300

Classical QOLSR 0% 0% 0%
QoS-OLSR 7.04% 4.58% 3.90%

VANET QoS-OLSR 7.08% 4.3% 3.94%

The Bandwidth Average Difference. The bandwidth average difference can be defined
as the bandwidth difference between the path having the maximal bandwidth value and
the path currently selected. Thus, the decrease of this aspect improves the Quality of
Service over the network. Table 7 presents the percentage average difference for a 100
nodes network using the three scenarios: VANET QoS-OLSR, clustered QoS-OLSR,
and without clustering QOLSR. According to this table, the classical QOLSR model
shows a zero percentage average difference since the best path is selected according
to the optimal bandwidth path. The two remaining models show almost similar per-
centage of average difference with a slight advantage for the QoS-OLSR over VANET
QoS-OLSR with a transmission range of 150 and 300 meters. For 200 meters of trans-
mission range, the VANET QoS-OLSR model shows a better average difference around
0.23%. In the light of these results, we can notice that the average difference given by
VANET QoS-OLSR is not such big. Moreover, this value is tolerable since in this
model we need to combine the bandwidth with a bunch of other important metrics
(speed, connectivity and distance) to ensure other important factors namely the stabil-
ity, congestion and delay.

8. Conclusion

In this paper, we proposed VANET QoS-OLSR protocol that aims at maintaining
the stability of the vehicular network while achieving the Quality of Service require-
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ments. The protocol is composed of three components: (1) QoS-based clustering using
Ant Colony Optimization, (2) MPR recovery algorithm, and (3) cheating prevention
mechanism. To ensure the stability of clusters, we add the velocity and distance that
represent the mobility metrics to the QoS function. Thereafter, the protocol elects the
cluster-heads according to the local maximal QoS value. The cluster-heads select then
a set of optimal MPRs satisfying both mobility and routing constraints according to an
Ant Colony Optimization algorithm. In order to guarantee a fair and reliable selection
procedure, a cheating prevention mechanism is presented. Finally, a MPR recovery
algorithm is introduced to select alternative MPRs and keep the network connected in
case of link failures. Performance analysis and simulation results prove that our proto-
col is able to extend the network lifetime up to 12%, reduce the percentage of selected
MPRs by 20%, increase the packet delivery ratio by 10%, and decrease the path length
up to 2 hops.
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